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a b s t r a c t

High energy consumption is a critical problem for wastewater treatment systems currently monitored
using conventional “single point” probes and operated with manual or automatic open-loop control
strategies, exhibiting significant time lag. This challenge is addressed in this study by profiling the
variation of three critical water quality parameters (conductivity, temperature and pH) along the depth of
a reactor at high spatiotemporal resolution in a real-time mode using flat thin milli-electrode array
(MEA) sensors. The profiling accurately captured the heterogeneous status of the reactor under transient
shocks (conductivity and pH) and slow lingering shock (temperature), providing an effective dataset to
optimize the chemical dosage and energy requirement of wastewater treatment systems. Transient shock
models were developed to validate the MEA profiles and calculate mass transfer coefficients. Monte Carlo
simulation revealed high-resolution MEA profiling combined with fast closed-loop control strategies can
save 59.50% of energy consumption (Temperature and oxygen consumption controls) and 45.29% of
chemical dosage, and reach 16.28% performance improvement over the benchmark (defined with ideal
conditions), compared with traditional “single-point” sensors that could only monitor the entire system
through a single process state. This study demonstrated the capability of MEA sensors to profile reactor
heterogeneity, visualize the variation of water quality at high resolution, provide complete datasets for
accurate control, and ultimately lead to energy-saving operation with high resilience.

© 2019 Published by Elsevier Ltd.
1. Introduction

High energy consumption and low treatment performance are
two critical problems for wastewater treatment systems currently
monitored using conventional “single point” probes and operated
with manual or automatic open-loop control approaches. Vigorous
mixing of oxygen and biomass within wastewater generates a
heterogeneous environment where contaminant concentration
varies along the depth and length of treatment systems (Chang
et al., 2002; Le-Clech et al., 2006; Xu et al., 2012; Schaider et al.,
2017). However, existing “single-point” probes can only measure
single process parameters or states (e.g., pH, redox potential, and
oxygen) without capturing a complete picture of the heterogeneity
within systems. Determining wastewater quality parameters (e.g.,
chemical oxygen demand (COD), nitrogen, phosphonate and free
chlorine) has historically required tedious sampling and off-site
analysis (Dewettinck et al., 2001; Beltr�a et al., 2003; Nowack,
2003; Jin et al., 2004; Pehlivanoglu-Mantas and Sedlak, 2008; Yu
et al., 2009), with operation normally executed empirically
without knowing the in situ physiochemical status, leading to
fluctuating effluent quality and high operational cost (e.g., over-
aeration and over-chemical dosage)(Xianghua and Jun 2009; Yang
et al., 2010). Water quality monitoring technologies should be
innovated to capture the “local” abnormality (e.g., irregular effluent
concentration, pH sudden drop, mixing dead-zone, etc.) at an early
stage to enable effective feedback control, enhance system
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Fig. 1. The experimental setup for profiling tests. (A: MEA film consisting of conduc-
tivity sensor, temperature sensor, and pH sensor. B: MEA in a 3D printed holder to put
inside the reactor. C: the diagram of shock test in the beaker (The unit of the dimension
is in millimeter.).
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robustness and treatment performance, and reduce energy
consumption.

Enormous efforts have been conducted for real-time decoding of
the “black box” of wastewater systems. Multiparametermeters (e.g.
Hach®, YSI®) integrating multiple probes into a single cartridge
have been widely used. However, these types of sensors not only
occupy a large space (diameter: 0.4m; length: 1e1.5m), but they
are costly ($25,000-$50,000 per meter) due to complicated sensor
materials, waterproof layers, anti-biofouling layers, data transfer
and electronic units, and development- and commercialization-
related costs (Linsenmeier and Yancey, 1987). Such a high cost
and large space requirement make mass deployment of such sen-
sors along the depth and length of wastewater systems infeasible.
Furthermore, current monitoring technologies only utilize single-
point probes to monitor only one point of the entire systems
(Dewettinck et al., 2001; Beltr�a et al., 2003; Nowack, 2003; Jin et al.,
2004; Pehlivanoglu-Mantas and Sedlak, 2008; Yu et al., 2009).
Therefore, cost-beneficial easy-to-deploy sensor arrays should be
developed for profiling multiple parameters at multiple points for
capturing the dynamic heterogeneous states of the system. Mi-
croelectrodes have been developed in last two decades, especially
the micro-scale glass pipette electrodes (Bishop and Yu, 1999; Lee
et al., 2007; Korostynska et al., 2012). However, the fragile glass
pipette structure, time-consuming fabrication, and the need for
bulky micromanipulators to position microelectrodes have posed
severe problems for field application (Jensen et al., 2011; Krause
et al., 2013; Xu et al., 2016, 2017). Recently developed milli-
electrodes fabricated by photolithography with chemical vapor
deposition (PCVD) have been limited by the strict fabrication con-
ditions, deployment difficulty in wastewater treatment systems,
and high cost photomask and metal deposition in PCVD protocols
(Lee and Lee, 2003; Lee et al., 2008; Yan et al., 2011). Flat thin mm-
sized electrochemical sensors are expected to tackle this challenge
(Kinlen et al., 1994; Hahn et al., 1995; Marzouk et al., 1998; Ges
et al., 2007; Ibanez and Zamborini, 2008). Milli-electrode arrays
(MEAs) consisting of multiple types of mm-sized sensors (e.g., pH,
temperature, oxygen, conductivity, hypochlorite and chloride) have
been developed using inkjet printing technology (IPT) (Xu et al.,
2016, 2017), in which metallic inks (e.g., gold, silver) are precisely
printed on a flat flexible material (e.g., polyimide film). Multiple
rows of sensors can be aligned using IPT for profiling wastewater
systems at high spatiotemporal resolution, which can capture
heterogeneity throughout the entire reactor. It could fundamen-
tally transform the state-of-the-art real-time wastewater moni-
toring methodology. In addition, these miniature-sized electrodes
possess distinct advantages over traditional large electrodes,
including compact structure, addressable multiple types of sensors,
and minimal intrusion to biochemical systems.

Finite-element simulations have become a powerful tool to
elucidate the heterogeneous state of wastewater systems (Grilli
et al., 2013; Dickinson et al., 2014; Odu et al., 2016; Adadevoh
et al., 2017; Huang et al., 2018). COMSOL Multiphysics (COMSOL,
Inc, Burlington, MA, USA) has been widely used for finite-element
simulation and has the capability to simulate the incorporation
and coupling of diverse physical phenomena within one model
(Grilli et al., 2013; Dickinson et al., 2014; Odu et al., 2016; Adadevoh
et al., 2017; Huang et al., 2018). The desired phenomena often
originate from traditionally separate fields of applied physics and
engineering. To investigate the heterogeneous states of wastewater
systems, a study involving fluid dynamics, mass transport, heat
transfer, and charge transfer is necessary (Grilli et al., 2013;
Dickinson et al., 2014; Odu et al., 2016; Adadevoh et al., 2017;
Huang et al., 2018). Multiphysics simulations can provide physical
insight and predict concentration or temperature profiles by
capturing accurately the relevant phenomena.
The breakthrough of this study lies in high-fidelity profiling of
the heterogeneity in a reactor using a series of MEA sensors and
validated by numerical finite element simulations in COMSOL
Multiphysics, through which the fluctuation of water quality can be
readily visualized in a spatiotemporal fashion. There are three
major tasks in this study. First, the variation of three water quality
parameters (conductivity, temperature, and pH) along the depth of
a reactor was profiled using MEA sensors under steady state and
transient shocks. Second, the heterogeneity of two physical pa-
rameters (conductivity and temperature) in the reactor was vali-
dated by COMSOL Multiphysics simulations of multiple physical
phenomena. Finally, energy savings, chemical savings, and treat-
ment performance as the result of high-resolution MEA profiling,
were estimated using Monte Carlo simulation and compared side-
by-side with traditional “single-point” sensing technology.

2. Materials and methods

2.1. Three types of MEA sensors

Three important water quality parameters: conductivity (Levlin,
2010), temperature (Ahsan et al., 2005), and pH (SYSTEMS) were
targeted in this study. All types of MEA sensors (each size:
2 cm� 0.5 cm) were precisely printed on a Kapton FPC polyimide
film (thickness: 127 mm, American Durafilm) by a Dimatix Materials
Printer (ModelDMP-2800, FUJIFILM Dimatix, Inc.) as previously
described (Fig. 1a) (Xu et al., 2016, 2017). The signal output of the
conductivity and temperature MEAs is electrical resistance in units
of milliohm, while the signal output of the pH MEAs is electrical
potential in units of millivolts.

2.2. Experiment setup

The batch-mode reactor was a plastic cylinder with a diameter
of 62mm and a height of 180mm. The reactor's heterogeneous
state was profiled in real-time using three of each type of MEA
sensors clipped by 3D-printed holders on three locations along the
depth of the reactor (Fig. 1b and 1c) (top location: 40mm below the
water surface, middle location: 85mm below the water surface,
and deep location: 130mm below the water surface). Since the
location of the shock injection could affect mass transfer and
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chemical profiles along the reactor depth, the injection points were
positioned at the same depth as the three holders (Fig. 1) to assure
the accurate injection point of shock solutions (conductivity and
pH), while temperature shockwas introduced only through heating
the bottom surface of the reactor (Fig. 1c). Before the shock tests,
the solution in the reactor was well-mixed and the readings of each
MEA sensor were recorded using a multi-channel potentiostat
(1040C 8-channel potentiostat, CH Instruments, Inc.) every 2 s for
over 10min. For each shock test, the transient shock was injected
individually into one of the three locations (top, middle and deep)
using a syringe located at the same height of the MEA sensors. The
water solution in the reactor was continuously stirred using a cubic
stirring bar (size: 38� 6.5� 6.5mm) on the bottom of the reactor,
with a rotation rate of 50 RPM for conductivity, temperature, and
pH shock experiments and at 200 RPM for additional conductivity
and temperature shock experiments.
2.3. MEA profiling along the depth of a reactor under shocks

For conductivity shocks, 200 mL (100 g/L) sodium chloride (NaCl,
Fisher Science, Co.) was injected into the reactor with the initial
solution of 380mL sodium chloride (2mg/L NaCl). The initial con-
ductivity of the solutionwas measured as 4.42± 0.22 mS/cm using a
commercial conductivity sensor (Thermo Scientific Orion 3-star
conductivity meter). For pH shock, 200 mL of 1M potassium hy-
droxide solution (KOH, Fisher Science, Co.) mixed in 2mg/L NaCl
solution (pH: 14) was injected into the reactor with the initial pH of
7.22 (380mL NaCl (2mg/L) solution). The pH of the water solution
was validated using a commercial pH sensor (Thermo Scientific
Orion 3-star pH meter). For temperature shock, the heating source
was a heating plate located at the bottom of the reactor with the
initial temperature of the water solution of 18.5± 0.12 �C (room
temperature). The temperature of the water solutionwas measured
using a commercial temperature sensor (Thermo Scientific Orion 3-
star conductivity meter). The heating plate surface temperature
increased from room temperature to 200 �C within 30 s, and then
dropped gradually to room temperature over 12min (Fig. S1). All
shock tests were conducted in triplicate.
2.4. Model development and validation

Numerical finite element models were developed in COMSOL
Multiphysics (COMSOL, Inc, Burlington, MA, USA) to validate the
aforementioned MEA profiles. Flow in the reactor was modeled by
the Navier-Stokes equations using the Arbitrary Lagrangian-
Eulerian (ALE) technique (Hughes et al., 1981; Duarte et al., 2004)
(Eq. (1) and Eq. (2)):
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Here, r is density, u ¼ vþ vr
vt , where v is the velocity vector in the

rotating coordinate system, and r is the position vector, t is the
mesh reference time, x is a function of angular velocity and time, p
is pressure, t is shear stress, and F is the external force vector. To
simulate the flow in the reactor, a fixed domain and a rotating
domain were defined and coupled using a continuity boundary
condition on the common interior walls. No-slip boundary condi-
tions were imposed at the exterior walls of the reactor representing
no fluid velocity at the solid walls of the reactor. Additionally, a
zero-shear stress condition was assumed on the top boundary. The
flow field was modeled by the frozen rotor assumption, a special
case of steady state, to avoid computationally expensive
simulations.

2.5. Monte Carlo simulation of energy-saving and treatment
performance improvement in treatment systems using high-
resolution MEA profiling

Monte Carlo simulation was used to simulate energy savings,
chemical dose savings, and treatment performance improvement
with high-resolution MEA profiling and accurate feedback control
(Mooney, 1997; Williams and Ebel, 2014). Three targeted parame-
ters (temperature, conductivity, and pH) were assumed to vary
steadily throughout the length of a plug-flow reactor (PFR) (with an
aerobic nitrification tank as the example in this study). In contrast,
the homogeneity of ideal completely stirred tank reactors (CSTR)
would lead to the identical readings of all MEA sensors deployed
along the reactors. Existing “single-point” sensors can only monitor
the worst-case scenario in order to meet the requirement of
effluent water quality, and consequently cause energy over-
consumption, chemical overuse and low treatment performance
for the areas without monitoring. Thereby, Monte Carlo simulation
was used to predict the heterogeneity of these three parameters
measured bymultiple units of MEA sensors along PFR. In theMonte
Carlo simulation, the “single-point” sensor would be positioned at
the beginning section or the end section of the plug-flow reactor,
while multiple MEA sensors (eight MEA units of each type were
assumed in this study) would be positioned uniformly along the
length of the tank and connected to the air supply (for aeration) and
chemical pump (for dosage) controlled in a real-time mode. Two
assumptions were made to simplify Monte Carlo simulation. First,
biochemical reactions (e.g., COD removal, nitrification) progress
uniformly along the length of the PFR, so that these three param-
eters (temperature, conductivity, and pH) would change linearly
along the reactor. Second, these three parameters would be
sampled from a uniform distribution in each zone monitored by
MEAs. The energy savings was calculated from the Monte Carlo
simulation of temperature and conductivity, the chemical dosage
savings was calculated from the Monte Carlo simulation of pH, and
treatment performance was calculated by simplifying the rela-
tionship between temperature and biologic reactions. The opti-
mum temperature for biochemical reactions inwastewater is 30 �C,
at which treatment performance is defined as 100% and declines
with both higher and lower operating temperatures than the op-
timum. The Monte-Carlo simulation was performed with 10,000
iterations.

3. Results and discussion

3.1. MEA profiling of conductivity under transient shocks

The initial conductivity of the solution (2mg/L NaCl) in the
reactor was 4.42± 0.22 mS/cm. With the shock solution (2 mL NaCl
solution, 100 g/L) being injected at the top location (40mm below
the water surface) on the 60th second after reaching steady state,
the conductivity increased rapidly in the first 35 s after the shock
(Table 1). The peak value of the conductivities at the top, middle,
and deep positions of the reactor were 318.33± 8.19 mS/cm,
68.82± 1.45 mS/cm, and 88.52± 2.03 mS/cm, respectively, indicating
that the top MEA increased fastest as it was the closest to the shock
injection (Fig. 2a). The peak value of the middle MEA being lower
than that of the deep MEA can be explained by the slow mass
transfer in the possible dead zone within the middle section. The
stirring bar on the bottom of the reactor caused more vigorous
mixing within the deep section than in the middle section (Huang
et al., 2018), leading to the shortcut of mass transfer from the top



Table 1
Response time of the conductivity, temperature and pHMEA sensors under the shocks on the top, middle and deep locations. (Response time layout (sec.): Total response time/
Time from steady state to peak/Time from peak to steady state. NA: Not available since the peak was not detected throughout the process.).

Top sensor Middle sensor Deep sensor

Conductivity-50 rpm Top shock 178/36/142 216/16/200 216/20/196
Middle shock 216/NA/NA 224/36/188 216/NA/NA
Deep shock 220/NA/NA 182/34/148 182/34/148

Conductivity-200 rpm Top shock 25/5/20 25/NA/NA 25/NA/NA
Middle shock 20/NA/NA 20/5/15 20/NA/NA
Deep shock 25/NA/NA 25/5/20 25/5/20

Temperature -50 rpm 540 540 540
Temperature -200 rpm 540 540 540

pH-50 rpm Top shock 40/8/32 40/12/28 40/16/24
Middle shock 82/22/60 82/8/74 82/12/70
Deep shock 38/32/6/38 82/8/74 38/8/30

Fig. 2. Heterogeneity profiling of conductivity under transient shocks at top/middle/deep locations occurring at the 60th second with the mixing rate of 50 RPM. (A: Three
conductivity MEAs responses after the top-position shock; B: Three conductivity MEAs responses after the middle-position shock; C: Three conductivity MEAs responses after the
deep-position shock; D: The top MEA response after the top-position shock, the middle MEA response after the middle-position shock, and the deep MEA response after the deep-
position shock.)
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section to the deep section and the lower mass transfer to the
middle section. The conductivity of the top MEA dropped gradually
over 190 s to the steady state conductivity of 106.11± 2.55 mS/cm,
while the conductivity readings of the middle and deep MEA
dropped gradually in 20 s and then slowly increased to the steady
state conductivity of 106.11± 2.55 mS/cm. With the shock solution
(2 mL NaCl solution, 100 g/L) being injected at the middle location
(85mm below the water surface), the conductivity peak value of
the middle MEA was highest among the three MEAs (Fig. 2b),
demonstrating that the injection location influences the diffusion
pattern of Naþ and Cl� ions in the reactor. It should be noted that
the conductivity reading of the deep MEA was slightly higher than
that of the top MEA in the first 170 s post-injection, which was
caused by faster mass transfer from more vigorous mixing in the
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deep section than in the top section, since the stirring bar was
located on the bottom of the reactor. The results of the shock in-
jection at the deep location (Fig. 2c) confirmed that the shock
location and the stirring bar location are two key factors for the
observed transient conductivity profiles (Fig. S2A).

The conductivity readings of the top MEA under top shock, the
middle MEA under middle shock, and the deep MEA under deep
shock reached themaximumvalue of ~318 mS/cm and then dropped
sharply to the final value of ~106 mS/cm (Fig. 2d), indicating that
NaCl diffusion occurred similarly near the shock injection location
even at the slow mixing rate (50 rpm). It should be noted that the
peak for the middle MEA was much wider than the top and deep
MEAs (Fig. 2d), which corresponded well with its relatively slow
response time after the peak (Table 1) and supports the claim that
the middle section had the lowest rate of mass transfer. In contrast,
the response time of MEA sensors was similar for all three shocks at
the high mixing rate (200 rpm) (Fig. S3), demonstrating that the
difference of diffusion rate among these three-position shocks
declined with mixing intensity, as the result of faster mass transfer
under a higher mixing rate.

With the initial concentration of NaCl solution as 2mg/L and the
shock concentration of NaCl solution as 100 g/L, the final concen-
tration of the bulk NaCl solution should be 54.60mg/L and the
theoretical conductivity should be around 105 mS/cm, which
matched well with the bulk solution conductivity (106 mS/cm)
measured by the commercial conductivity sensor and the stable
readings of three conductivity MEAs 220 s after the shock tests
(Fig. 2).

The heterogeneous conductivities measured by MEAs were
validated using an electrical conductivity (EC) model simulation
that mainly includes two partial differential equations (PDEs)
consisting of mass transport and fluid dynamics (Fig. S4). According
to the fluid dynamics simulation, the particle movement (water
molecule with Naþ and Cl� ions, 0.04e0.08m/s) within the deep
location was much faster than (0.01m/s) within the top location
(Fig. S4). Examples of the streamlines and NaCl concentration iso-
surfaces for one snapshot in time (t¼ 2.5s) are shown in Fig. S4.
Furthermore, the comparison between experimental and simula-
tion results for EC heterogeneity was conducted in dimensionless
form (Fig. 3aec), since the release volume and the rate of release of
the NaCl shock was difficult to be standardized and thus impossible
to be faithfully reproduced in the simulation. The simulation and
experimental results followed the same trend for the conductivity
MEA closest to the shock location (e.g., top MEA under top shock,
middle MEA under middle shock, and deepMEA under deep shock)
(Fig. 3aec). However, there was a large discrepancy between the
Fig. 3. Comparison between the conductivity experimental results (solid line) and fitted diffe
at 50 RPM. (A. Top MEA after top shock. B. Middle MEA after middle shock C. Deep MEA a
CFD simulated result and the sensor profiles of middle MEA under
the middle shock (Fig. 3b), which had the lowest mass transfer
effectiveness. The possible reason was that CFD simulation only
considered the ideal condition (e.g., smoothness of the reactor, well
mixing), and neglected the slow mass transfer in the middle loca-
tion. When the mixing rate was accelerated to 200 RPM, the mass
transfer became much faster than that at 50 RPM based on the
response time (Figs. 4Ae1, 4B-1 4C-1 and Table 1), which was
clearly visualized using the MEA profiling.

High-resolution MEA profiling provided sufficient datasets to
determine the volumetric mass transfer coefficient in the reactor
(De Figueiredo and Calderbank, 1979; Johnson et al., 1990). The
profiling results and numerical data were fitted to the solution of
the differential equation using linear regression on the semi-log
transformed data, assuming that the exponential decay starts at
the peak concentration (Garcia-Ochoa and Gomez, 1998):

CL
C* ¼1þ a e�KL*t (3)

where CL is the liquid-phase concentration at a given point in time,
C* is the fully-mixed concentration, kL is the mass transfer coeffi-
cient, and a is an adjustable parameter for better fitting in the rising
or falling limbs of the curves. By fitting the solution of the differ-
ential equation (Eq. (3)) to the data obtained from three shock lo-
cations, the mass transfer coefficient was estimated (Figs. 4Ae2, B-
2, C-2). The fitted kL ranges from 0.02 to 0.23 s�1 for the experi-
mental and numerical results discussed herein, which is in
reasonable agreement with the results (mass transfer coefficients
range between 0.015 and 0.04 s�1 and 0.3 to 0.7 s�1) previously
reported (Ogut and Hatch, 1988; Valverde et al., 2016) and thus
validate the CFD model.
3.2. Heterogeneity MEA profiling of pH under transient shocks

pH adjustment in water and wastewater treatment systems has
been normally conducted by adding acidic/basic chemicals and
monitoring using single-point pH sensors (AI-Ghusain et al., 1994;
Choi and Park, 2001; Wunderlin et al., 2012). This approach fails at
capturing the transient sharp change along spatial dimensions of
systems. In this study, the initial pH of the solution (0.2mg/L NaCl)
in the reactor was 7.22, and the pH of the shock solution (1M KOH
solution) was 14.0, so that the final pH of the mixed solution should
be 10 based on static models. The final pH of the mixed solution
measured by the pH MEAs was 10.24± 0.19, which was similar to
the values (10.22± 0.02) measured by the commercial pH sensor.
rential equation (dashed line) for the MEA sensors closest to the location of each shock
fter deep shock.)



Fig. 4. The impact of mixing rates (50 RPM: solid line; 200 RPM: dashed line) on the heterogeneity profiling of conductivity under transient shocks occurring on the 60th second.
(A: Three conductivity MEAs responses after the top-position shock; B: Three conductivity MEAs responses after the middle-position shock; C: Three conductivity MEAs responses
after the deep-position shock.).
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The behavior of pH and related phenomena are considered as
the functions of time during the dynamic process (Yl�en, 2001). The
flow dynamics in the continuous flow process is described with
partial material balances as:

d½A�
dt

¼ 1
V

�
F½A�0 � F½A�� (4)

Where [A] is the concentration of ion A, t is the time, V is the vol-
ume of the reactor (378mL), and F is flow rate of the ion, and [A]0 is
the ion A concentration of the influent. Due to the small volume of
the pH shock solution (2 mL), the change in V can be neglected.

When 2 mL of KOH solution (1M, pH:14) was injected at the top
of the reactor, the pH reading of the topMEA increased promptly in
the first 8 s, and then dropped gradually within 32 s to the steady-
state pH of 10.24± 0.19. The maximum pH readings oat the top,
middle and deep locations of the reactor were 13.80± 0.24,
11.51± 0.33, and 10.85± 0.34, respectively, indicating that pH
decreased along the depth as the shock injection was near the top
(Fig. 5a). This fits Jean's pH dynamic model of the strong base/
strong acid (Yl�en, 2001). The response of the middle MEA and deep
MEA started on the 64th and 66th second, respectively, which was
slower than that of the top MEA (60th second). This disparity is
demonstrated by the flow dynamic equation (Eq. (4)), in which the
distance between the sensors and the shock caused different
response times (Table 1). In contrast, the response time of the
middle and deep conductivity MEAs were not delayed in the con-
ductivity profiles (Fig. 2a), which could be explained by different
mass transfer patterns in the water solution (Fig. S1B). The mass
transfer under conductivity shocks was mainly ion diffusion (Naþ

and Cl�) driven by the mixing effect located on the bottom of the
reactor, leading to the slowest mass transfer in the middle section
(Fig. S2A). However, the mass transfer under pH shocks was
correlated with ion diffusion as well as the bond of proton (Hþ)
with hydroxide ions (OH�) (Yl�en, 2001), which caused continuous
mass transport between adjacent sections (Fig. S2B), leading to fast
mass transfer and fast response of MEAs to the pH shock (Table 1).
For the pH shock on the middle location, the pH reading of the
middle MEA jumped to 13.80± 0.11 within the first 8 s and then
gradually dropped to the pH of 10.24± 0.09 (Fig. 5b) at 74 s after the
shock. During the whole shock test period, the pH of the middle
MEA was always higher than that of the deep MEA, while the top
MEA had the lowest pH value. The pH of the middle position
increased faster than that on the top and deep locations due to
short distance to the shock (the middle position). For the pH shock
at the deep location, the deep MEA promptly captured the pH in-
crease and the reading jumped faster than that at the top position
due to the mixing effect (Fig. 5c).

The readings of the top MEA under top shock, the middle MEA
under middle shock, and the deep MEA under deep shock jumped
promptly to the maximum pH around 13.8 and then dropped
gradually to the final pH of 10.22 (Fig. 5d). Corresponding to the
longest duration from the peak pH to the final pH (Table 1), the
middle MEA after middle shock exhibited the largest width of the
peak (Fig. 5d), indicating that the middle section of the reactor had
the slowest mixing effectiveness. Additionally, although the pattern
of the pH profiles was similar to that of the conductivity profiles
(Figs. 2a and 5a), the MEA sensors had much faster response to pH
shocks than to conductivity shocks (30s vs. 220s) (Figs. 2d and 5d,
Table 1), which was caused by the strong acid ionization reaction in
the pH shock.

Besides promptly capturing the system heterogeneity under
transient shocks, both conductivity and pH profiles revealed that
MEA sensors could monitor the system homogeneity of uniform
mixing in this batch-mode CSTR reactor before shock introduction
(0e60 s) (Figs. 2a and 5a) and after the reactor recovered to equi-
librium (after 250 s under conductivity shock, Fig. 2a; and after
140 s under pH shock, Fig. 5a). This well demonstrated the capa-
bility of high-resolution MEA profiling to validate the homogeneity
of uniform complete mixing under steady status as well as capture
the heterogeneity under transient shocks.



Fig. 5. Heterogeneity profiling of pH under transient shocks of top/middle/deep positions occurring at the 60th second with the mixing rate of 50 RPM. (A: Three pH MEAs re-
sponses after the top-position shock; B: Three pH MEAs responses after the middle-position shock; C: Three pH MEAs responses after the deep-position shock; D: The top MEA
response after the top-position shock, the middle MEA response after the middle-position shock, and the deep MEA response after the deep-position shock.).
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3.3. Heterogeneity MEA profiling of temperature under slow
lingering shock

Temperature shock normally occurs when a spike of industrial
wastewater (e.g., dairy farm, slaughterhouse) flows into municipal
wastewater treatment plants (Borja and Banks, 1995; Mass�e and
Masse, 2001; Ahsan et al., 2005). In this study, the initial steady-
state temperature of the solution was 18.5± 0.12 �C throughout
the well-mixed reactor. The temperature shock was introduced
only at the bottom surface of the reactor through an external
heating plate that gradually raised the temperature of the water
solution for 30 s (Fig. 6a and Fig. S1), which was slower and lasted
much longer than the conductivity shock and pH shock. The
response pattern at fast mixing rate (200 RPM) was not substan-
tially different from that at slow mixing rate (50 RPM, Table 1 and
Fig. 6a and 6d). However, during the initial heating period
(60se300s), the temperature increase rate (0.017 �C/s) at 200 RPM
was faster than that (0.014 �C/s) at 50 RPM, demonstrating that
mixing intensity indeed affected heat transfer in thewater solution.
To compare the temperature heterogeneity profiling under this
slow lingering temperature shock, a heat transfer simulation was
performedwith the initial temperature of 18.5 �C in the reactor. The
flow profile used in this model was the same as the one used for the
solute transport model, showing an excellent agreement between
simulation and experimental results for all the three locations of
temperature MEAs (Fig. 6b and 6c).

The temperature readings of three MEAs on the top, middle and
deep locations of the reactor increased gradually to the final tem-
perature (24.90± 0.18 �C, Fig. 6b), whichmatchedwell the readings
of the commercial temperature sensor. Unlike the transient shocks
of conductivity and pH instantaneously injected to a specific loca-
tion along the depth of the reactor, the temperature shock was
introduced steadily using the heating plate at the bottom of the
reactor (Fig. S1), through which the heat transferred slowly from
the bottom to the top of the whole reactor and the temperature
profiles did not exhibit sharp peaks at any moment.

Because the temperature of the external heater was always
higher than that of the water solution in the reactor during the
entire heating shock experiment, the temperature readings of three
temperature MEAs increased monotonically with time until the
water solution reached thermal equilibrium with the external
heater after 540 s (Fig. 6b) and heat transfer stopped. Additionally,
the axial and tangential velocities were the highest at the deep
location of the reactor due to the stirrer location (Aho and Karvinen,
2007), leading to the fastest rate of heat transfer. Along with this
fast heat transfer, the heater directly contacted with the reactor



Fig. 6. Heterogeneity profiling of temperature with the heating on the deep of the reactor occurring at the 60th second. (A: Three temperature MEAs responses after the 60th
second shock; B: Simulation results of temperature heterogeneity profiling for three MEAs; C: Comparison between simulation (dashed line) and experiment (solid line) of
electrodes for temperature; D: The profile comparison between three temperature sensors 50 and 200 rpms.).
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bottom and the length of the reactor was only 180mm, all of which
resulted in the similar temperature readings of three MEAs along
the reactor depth (Fig. 6b).

3.4. Estimation of energy/chemical dosage saving and treatment
performance enhancement using Monte Carlo simulation

Based on the experimental results obtained from the MEA
profiles of three parameters, energy-saving operation through
high-fidelity MEA profiling along the length of a plug-flow aerobic
nitrification tank was simulated using the Monte-Carlo method
(Fig. 7a). The assumptions for the parameter variation through the
tank are described below. The temperature of wastewater increases
along the length of the tank due to exothermic reactions carried out
by microorganisms in wastewater (Hellinga et al., 1998), with the
normal range of 20 ºC-30 �C and the optimal temperature of 30 �C
(Kim et al., 2017). The pH decreases due to nitrification reactions,
with the normal range of 6.5e7 and the optimal pH of 7.0 (Ripley
et al., 1986). The conductivity can be used to indicate the NH4

þ

concentration (Levlin, 2010), through which the oxygen demand
can be determined (Ruiz et al., 2003). For treatment performance
estimation, it was directly related with microbial activities
(Rajeshwari et al., 2000), which was assumed to be 100% at water
temperature of 30 �C (Wijtes et al., 1993), and drop to 15% when the
temperature was down to 10 �C, and drop to 20% when the tem-
perature up to 45 �C.

In Monte-Carlo simulation, each parameter would vary linearly
in the aforementioned range through the length of the plug-flow
system monitored by either “single point” sensor in a zone or
multi-MEA sensors deployed in multiple zones along the system (8
zones in total in this simulation, Fig. 7a). The feedback control
strategy can be executed based on the MEA profiles to make the
system operate at the optimal set-point values in each zone, which
is expected to enhance the system performance and save energy.
For example, temperature is assumed to increase from 20 �C to
30 �C along the length of the system and follow the uniform dis-
tribution in each zone, so that the temperature would be a random
number (T) between 20 and 21.25 in Zone 1 (Fig. 7a). For the
existing single-point sensor (e.g., located in the Zone 1, the worst-
case scenario with the lowest temperature), the temperature of the
entire system would be increased by the value d¼ 30� T to reach
the optimal set-point temperature (30 �C). In contrast, the high-
fidelity MEA profiling in 8 zones along the system will enable
more accurate control and temperature adjustment based on the
specific need in each zone rather than the whole system (Fig. 7b).
The consequent energy saving was estimated to be 46.58%
compared with the single-point sensor located in Zone 1 (Table S1).
The chemical dosage for pH adjustment based on the single-point



Fig. 7. Energy-saving and performance-enhancement using high-resolution MEA profiling predicted by the Monte Carlo simulation (A: Parameters setup in each zone of a
heterogenous plug-flow reactor. A single point sensor is located in Zone 1 or Zone 8 while MEA sensors are located in each zone. The parameters obtained by the single-point probe
are marked in red); B: Comparison of unselective temperature adjustment using the single-point probe and the personalized accurate adjustment in each zone using the MEA
sensors; C: Comparison of pH adjustment between the single-point probe and the MEA sensors; D: Comparison of conductivity adjustment between the single-point probe and the
MEA sensors; E:Comparison of performance between single-point probe and MEA sensors; F: Total energy saving, chemical dosage saving and performance enhancement using
MEA sensors for temperature, pH and conductivity.). (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)

Z. Xu et al. / Water Research 165 (2019) 114971 9
sensor was estimated based on the sensor location in Zone 8 (the
worst-case scenario with the lowest pH), while the chemical
dosage based on the MEA sensors was calculated along the length
of the system (Fig. 7c), which was observed to save 54.71% of
chemical dosage compared with the single point sensor (Table S1).
The conductivity can be used as the indicator for NH4

þ concentra-
tion in wastewater, which can indirectly reflect oxygen require-
ment (Levlin, 2010). The oxygen requirement controlled by the
single-point conductivity sensor located in Zone 1 (the worst-
case scenario with the highest NH4

þ concentration) could lead to
unnecessary over-aeration, while the conductivity MEA sensors
located along the system can reflect the variation of oxygen
requirement (Fig. 7d), which was observed to save 34.40% of energy
consumption compared with single point sensor (Table S1).

Treatment performance of the plug-flow system was estimated
at different temperatures along the system, with the assumption
that bacterial activity was optimal at the temperature of 30 �C and
led to the highest treatment performance, while bacterial activity
dropped at low or high temperatures and lowered the treatment
performance. For “single-point” sensor monitoring, it either missed
the optimal temperature in the plug-flow system, or overestimated
the system performance by taking the measured “single point”
temperature as the optimal temperature. In contrast, multiple-MEA
sensors captured the variation of temperature along the system,
and could execute a customized control in each zone so that the
optimal temperature for bacterial activity can be adjusted indi-
vidually (Fig. 7e).

Overall, the energy consumption and chemical dosage in a plug-
flow system using multi-MEA profiling in 8 zones were 59.53% and
45.27% of the system with “single-point” sensing, respectively,
while the performance was 116.28% compared with those with
“single-point” sensing (Fig. 7f, Table S1). However, the Monte-Carlo
simulation predicted that the enhancement extent of energy-
saving and treatment performance was expected to steadily drop
with more MEA sensors being deployed (Fig. S5). For example, the
rate of performance enhancement would drop to 0.1% when the
sensor number was increased from 19 to 20. The optimized sensor
deployment including sensor numbers and sensor distance should
be considered in terms of monitoring performance and deployment
economics. In this study, the parameters such as temperature were
assumed to vary linearly along the plug-flow reactor due to
biochemical reactions. The optimized sensor number can be
calculated by the initial and the final concentrations (Supplemen-
tary Material: Calculation S1.1), while the sensor deployment eco-
nomics should balance the trade-off between the sensor cost (e.g.,
capital cost and maintenance) and the system enhancement (e.g.,
energy-saving, chemical saving, and treatment performance)
(Supplementary Material: Calculation S1.2).

3.5. Distinct advantages of multiple MEA over traditional single-
point sensors

The flat thin mm-sized MEA sensors developed possess distinct
advantages over single-point sensors, including compact structure,
integration of multiple types of miniature individually addressable
sensors, cost-effective mass deployment to visualize systems at
high spatiotemporal resolution, and less intrusion to wastewater
treatment units. By utilizing high-resolution MEA profiling in
physiochemical and biochemical systems, heterogeneous status
(e.g., pH and temperature variation along systems) and abnormity
(e.g., influent shocks, deficient aeration, dead mixing zone) could
be promptly captured, based on which efficient decision making
strategies can be execute without time delay for enhanced stability
and resilience. In the meantime, high-resolution MEA profiling can
also validate the homogeneity incurred by complete mixing in CSTR
systems, which clearly visualize systems and provide the real-time
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information to ensure mixing effectiveness. In contrast, traditional
single-point sensors could not detect heterogeneity within the
reactor under steady state and shocks nor validate homogeneity/
uniformity under complete mixing.
3.6. Significance of high-fidelity MEA profiling for energy-saving
wastewater treatment

High-resolution heterogeneity/homogeneity profiling is essen-
tial for system visualization, real-time feedback control, process
analysis, and energy consumption estimation in wastewater treat-
ment systems such as aerobic tanks, anaerobic digesters, fermen-
ters, and disinfection contact tanks. Optimizing the performance
and economics of wastewater treatment process operation relies on
the ability to observe the states of the system, accurately predict
transient behavior, and effectively manipulate its behavior in real-
time. Due to the scale and biochemical complexity of wastewater
treatment operations, there exists substantial solution heteroge-
neity throughout the process, posing significant challenges to the
operations optimization problem as conventional systems lack the
appropriate sensors to fully-observe the system, and therefore
existing models can't be validated and used for real-time control.
Using the high-resolution sensors discussed herein, within waste-
water treatment systems, we are able to fully-characterize the
heterogeneous solution characteristics and subsequently validate
predictive models (e.g., the computational fluid dynamic model
presented). In turn, these models and data can be used to generate
and validate highly-predictive reduced-order models for nonlinear
control of wastewater treatment processes.

With high fidelity and low fabrication cost, MEA sensor array
fabricated using IPT has a great potential as the substitute of
traditional expensive single point online sensors to offer high-
resolution controllability, assure the real-time optimization of op-
erations in a closed-loop fashion, and ultimately lead to energy-
saving, high-performance, robust and dynamic processes. By tar-
geting three typical operational parameters (conductivity, tem-
perature and pH), this study clearly demonstrates the
heterogeneity of transient shocks in systems and the enhancement
of energy-savings and treatment performance using high-
resolution MEA profiling.
4. Conclusions

The high-resolution sensors discussed herein enable fully-
characterizing the heterogeneous solution characteristics and
subsequently validate predictive models (e.g., the computational
fluid dynamicmodel). In turn, thesemodels and data can be used to
generate and validate highly-predictive reduced-order models for
nonlinear control of wastewater treatment processes. MEA
profiling well captured the heterogeneity under transient shocks
(conductivity and pH) and slow lingering shocks (temperature)
along the reactor depth, as well as homogeneity of uniform mixing
under steady state. Monte Carlo simulation estimated the energy-
saving, chemical dosage saving, and treatment performance
enhancement in a systemwith multi-MEA profiling compared with
the one with traditional “single-point” sensor. This study demon-
strates that MEA sensors have the immense potential to replace
traditional expensive and bulky single-point sensors to enable
high-resolution controllability that ensures the real-time optimi-
zation of operations in a closed-loop fashion, enhances treatment
performance and enables high-resilience energy-saving waste-
water treatment processes.
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Figure S1. The transient surface temperature of the heat plate during the thermal shock 

experiment. 

 

 

  



 

Figure S2. Comparison of mass transfer patterns of the water solution within the 

continuously-stirred tank reactor under conductivity (A) and pH (B) shocks.  

 

 

  



Figure S3. The response of the top MEA after top shock, the middle MEA to middle 

shock, and the deep MEA to deep shock at the conductivity shock experiments with the 

mixing rate of 200 RPM (A) and 50 RPM (B). 

 

  



Figure S4. Results from COMSOL flow and transport simulation. The gray surface 

shows the reactor boundary and the three small dark blue areas indicate the locations of 

the sensors. (A. flow field in the reactor is shown using the streamlines. The width and 

color of the streamlines represent velocity magnitude; B. NaCl concentration isosurfaces 

for the top shock location are shown at t=95 s. The color of the isosurfaces represents the 

concentration of NaCl.).  

 

 

  



Figure S5. The variation of the enhancement extent of treatment efficiency with the 
sensor number (1-20) along a given system. 

 

 

  



Table S1. Savings of energy and chemical dosage by MEA profiling (temperature, pH 

and conductivity) along the length of a plug-flow system using Monte-Carlo simulation. 

Parameters  

(Energy Saving) 

Temperature pH Conductivity Efficiency 

Mean 46.58% 54.71% 34.38% 86.16% 

Maximum 52.25% 62.03% 39.37% 96.78% 

Minimum 39.91% 47.22% 28.47% 61.39% 

Median 46.66% 54.82% 34.45% 86.97% 

Standard 

Deviation 

2.04% 2.44% 1.79% 4.83% 

 

S1.1 Monte Carlo simulation for energy consumption by 8 temperature MEA 
sensors 

Assumption: 

1. Ti is the temperature for each zone i=1,…,8.  

2. T1 is the worst scenario.  

3. The optimum temperature for the operation is 30 ºC.  

4. C is the heat capacity of water. 

5. V is the reactor volume.  

6. ρ is the density of the water.  

7. M is the mass of the volume, which is equal to the V*ρ.  

8. The required energy calculation is based on the specific heat equation.  

𝑄𝑄 = 𝐶𝐶𝐶𝐶Δ𝑇𝑇 



Conclusion: 

1. The required energy for the whole system using single-probe is:  

QS= (30-T1)CM 

2. The required energy for the whole system using MEA is: 

𝑄𝑄𝑀𝑀𝑀𝑀𝑀𝑀 = �
𝐶𝐶𝐶𝐶

8
(30 − 𝑇𝑇𝑖𝑖)

8

𝑖𝑖=1

 

3. Energy Saving= (QS-QMEA)/ QS 

S1.2 Monte Carlo simulation for treatment efficiency in a system with 8 

temperature MEA sensors 

Assumption: 

1. Ei is the Efficiency for each zone i=1,…,8.   

3. The optimum temperature for the operation is 30 ºC.  

4. The efficiency for the 30 ºC is 100% 

5. The efficiency would decrease with the increasing and the deceasing temperature.  

6. The low temperature (10 ºC) efficiency would be 15%, and high temperature (45 

ºC) efficiency would be 20%. 

7. The efficiency between the high/low and the optimum temperature would linearity.  

Conclusion: 

1. The efficiency for the whole system using MEA is: 



𝐸𝐸𝑀𝑀𝑀𝑀𝑀𝑀 = �
𝐸𝐸𝐸𝐸
8

8

𝑖𝑖=1

 

S1.3 Monte Carlo simulation for chemical dosage by 8 pH MEA sensors 

Assumption: 

1. pHi is the pH for each zone i=1,…,8.  

2. pH8 is the worst scenario.  

3. The optimum pH for the operation is 7.  

4. V is the reactor volume.  

5. The pH adjustment is based on the base dosage, which is mass of OH- in the 

calculation.  

6. The pH adjustment calculation is based on the charge balance. 

Conclusion: 

1. The required chemical dosage for the whole system using single-probe is:  

𝐷𝐷𝑠𝑠 = 𝐶𝐶𝑂𝑂𝐻𝐻−𝑉𝑉(10−7 − 𝑝𝑝𝐻𝐻8) 

2. The required energy for the whole system using MEA is:  

𝐷𝐷𝑀𝑀𝑀𝑀𝑀𝑀 = �
𝐶𝐶𝑂𝑂𝐻𝐻−𝑉𝑉

8
(10−7 − 𝑝𝑝𝐻𝐻𝑖𝑖)

8

𝑖𝑖=1

 

3. Chemical Dosage Saving= (DS-DMEA)/ DS 

S1.4 Monte Carlo simulation for energy consumption by 8 conductivity sensors 

Assumption: 

1. Ci (mg/L) is the conductivity each zone i=1,…,8.  



2. Conductivity is the indicator of the NH4
+ concentration. 

3. C1 is the worst scenario (mg/L).   

4. The calculation is based on the nitrification process.  

2NH4
+ + 3O2 = 2NO2

− + 4H+ + 2H2O 

2NO2
− + O2 = 2NO3

− 

 1 mol NH4
+ needs 2 mol O2 based on the reaction.  

Conclusion: 

1. The required oxygen for the whole system using single-probe is Es=2 

MO2*C1/MNH4+*V 

2. The required energy for the whole system using MEA is:  

𝐸𝐸𝑀𝑀𝑀𝑀𝑀𝑀 = 2�
𝐶𝐶𝑂𝑂2𝑉𝑉

8𝐶𝐶𝑁𝑁𝐻𝐻4+
𝐶𝐶𝑖𝑖

8

𝑖𝑖=1

 

3. Energy Saving= (ES-EMEA)/ ES 

 

S1.5 Energy/chemical dosage and efficiency usage through high-fidelity MEA 

profiling along the system 

Assumption: 

The weighting of energy usage for the temperature adjustment and aeration is 0.5 and 0.5, 

respectively.  

Energy Usage= 1-(0.5*46.58%+0.5*34.38%) = 59.53% 

Chemical Dosage Usage= 1 - Chemical Dosage Saving (pH) =45.27% 

Efficiency =1/0.86=116.28% 



Calculation S1 

S1.6 Treatment Performance 

The ideal system can get the best treatment performance by adjusting every point 
parameter by accurately adjusting that much what the area actual needs. The PFR reactor 
can be accurately approximated as several homogeneous CSTRs connected in series, with 
the concentration in each CSTR not varying significantly between the input and the 
output. In this study, we assume the concentration is stable if it changes less than 3% in 
each CSTR. The relationship between the concentration of the input and the output, and 
the CSTR dimension is shown as below. 

(𝐶𝐶𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐶𝐶𝑜𝑜𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)𝑣𝑣 = 𝑉𝑉𝑉𝑉   Equation 1 

Here, Cinput is the initial concentration, Coutput is the final concentration, v is the 
volumetric flow rate, V is the volume of the small area, and r is the rate of change of 
concentration. The concentration of the output after n CSTRs in series is shown below. 

(97% 𝐶𝐶0)𝑖𝑖 = 𝐶𝐶𝑓𝑓𝑖𝑖𝑖𝑖𝑓𝑓𝑓𝑓     Equation 2 

Therefore, the number of the CSTRs (n) in series, which will be sufficiently approximate 

the PFR, is log
�𝐶𝐶𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓�

log (0.97𝐶𝐶0)
. The length of the PFR can be calculated by using the total volume 

and the cross-sectional area shown below. 

𝐷𝐷 = 𝑉𝑉
𝑀𝑀
       Equation 3 

Here, A is the cross-sectional area of the PFR and V is the total volume. By combining 
Eq.3 into Eq. 1, the PFR length is calculated below. 

𝐷𝐷 = (𝐶𝐶𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑖𝑖−𝐶𝐶𝑜𝑜𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)𝑣𝑣
𝑟𝑟𝑀𝑀

     Equation 4 

 

 

S1.2 Economic 

Net present value is used in capital budgeting and investment planning to analyze the 
cash lows over the project lifetime. The net present value (NPV) in this study can be 
formulated as the following. 

𝑁𝑁𝑁𝑁𝑉𝑉 = 𝑆𝑆𝐸𝐸−𝐶𝐶𝐶𝐶−𝐶𝐶𝑀𝑀
(1+𝑖𝑖)1

+ ∑ 𝑆𝑆𝐸𝐸−𝐶𝐶𝑀𝑀
(1+𝑖𝑖)𝑘𝑘+1

𝐿𝐿
𝑘𝑘=2     Equation 5 



Where SE is each year’s energy saving in each year, CC is the initial cost for the 
installation and other capital cost, and CM is each year’s maintenance cost, L is the project 
life time, and i is the discount rate. If NPV is greater than 0, it indicates the project using 
n sensors may be profitable. Otherwise, the project using n sensors may be rejected. SE, 
CC, CM increases with the sensor number, so n should be determined by optimization with 
the economic objective, as formulated below.  

𝑛𝑛∗ ∈ 𝑎𝑎𝑉𝑉𝑎𝑎𝑚𝑚𝑎𝑎𝑚𝑚
𝑖𝑖

(𝑁𝑁𝑁𝑁𝑉𝑉) 
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